8

MULTIPLE PROCESSOR SYSTEMS

8.1 MULTIPROCESSORS

8.2 MULTICOMPUTERS

8.3 DISTRIBUTED SYSTEMS

8.4 RESEARCH ON MULTIPLE PROCESSOR SYSTEMS
8.5 SUMMARY



Local

CPU memory Complete system
'’ M M M M 4
C C cl [c] [c] [c C+M| cHM  [cHm
Inter-
e t Internet
memory connec

cHm| [cfm|  [c+{m

g B8 ¢ el el L
MM
(b)

(©)

Fig. 8-1. (@) A shared-memory multiprocessor. (b) A message-
passing multicomputer. (c) A wide area distributed system.
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Fig. 8-25. Two ways of alocating nine processes to three nodes.
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Fig. 8-42. Three Lindatuples.



LAN

\

Producer

WAN
o [ [ ¢
P

Consumer

Fig. 8-43. The publish/subscribe architecture.

/J&\ Daemon \

o] [°]

Information router




