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1. INTRODUCTION 
 

This report is written to analyze the applicability of parallel computing on cutting stock 

problems, specifically for the two dimensional case. Firstly, brief information is given about 

two dimensional cutting stock problems. Then a study from literature is presented as an 

example for parallel computing applications on 2D cutting stock problems. Finally, the 

construction algorithm of my thesis (An edge matching method for 2D irregular shaped 

cutting stock problems) is analyzed to see the points where parallelization is possible.   
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2. 2D CUTTING STOCK PROBLEMS 
 

In general case of 2D cutting stock problems, there exist a rectangular stock material and 

rectangular parts to be produced by cutting the stock material in pieces (see Figure 1). The 

problem is generating a cutting pattern for the pieces such that the scrap of the stock material 

is minimized (see Figure 2) 

 

Figure 1 Stock material and the parts to be produced 

 

 

Figure 2 Illustration of a cutting pattern and related scrap 

 

Cutting stock problems are discrete combinatorial optimization problems thus computational 

effort is required as the number of pieces increases. So parallelization may be advantageous.  
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3. AN EXAMPLE FROM LITERATURE 
 

Since the problem requires high computational efforts due to its combinatorial nature, there 

are many parallel computing studies on the subject. In this section, “Fine and coarse grained 

parallel algorithms” of Armas et al. [1] is presented as an example application.  

3.1  Problem Description 

 

The problem, which is studied in the paper, is a regular 2D cutting stock problem with 

guillotine constraint. With guillotine constraint, the stock materials can be split into pieces 

using side by side cuts. Examples of non-guillotine and guillotine patterns are illustrated in 

Figure 3. 

 

Figure 3 Guillotine and non-guillotine patterns 

 

3.2 Solution Methodology 

 

In related study [1], Viswanathan and Bagchi (VB) Algorithm is used to obtain cutting 

patterns. Then the sequential VB algorithm is modified in two different ways;  

• Fine Grained Parallel Scheme (shared-memory scheme – OpenMP) 

• Coarse Grained Algorithm (distributed scheme -  MPI) 

Before illustrating the parallel algorithms general structure of the original VB algorithm is 

presented in the following section. 
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3.2.1 VB Algorithm 

 

The algorithm uses two lists: OPEN and CLIST.  At each step best build of piece in OPEN is 

combined with the already found best meta-rectangles in CLIST to produce horizontal and 

vertical builds and the results are stored in the lists. Decision of „best‟ is made using a simple 

function given in Equation 1. An illustration of meta-rectangles and the algorithm is given in 

Figure 4 and Figure 5 respectively. 

F`(α) = g(α) + h`(α)   Equation 1. 

Where; 

g(α): profit obtained from piece 

h`(α):Profit can be obtained from remaining area 

 

Figure 4 Examples of horizontal and vertical meta-rectangles. Shaded areas represent waste. [1] 

 

 

Figure 5 Viswanathan and Bagchi's Algorithm [1] 
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3.2.2 Fine Grained Parallel Scheme (shared-memory scheme – OpenMP) 

 

First implementation is a shared memory scheme and uses OpenMP for the parallel execution 

of the horizontal and vertical combination loops. Each processor works on a section of CLIST 

structure but keeps a replicated copy of CLIST. OPEN is distributed among processors. The 

algorithm is given in Figure 6. 

 

Figure 6 Fine Grained Parallel Scheme [1] 
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3.2.3 Coarse Grained Algorithm (distributed scheme -  MPI) 

 

Second implementation is a distributed scheme and uses MPI for the parallel execution of the 

main search loop together with a flexible synchronization scheme and load balancing. Each 

processor works on a section of CLIST structure but keeps a replicated copy of CLIST. OPEN 

is distributed among processors. The algorithm is given in Figure 7. 

 

Figure 7 Coarse grained parallel algorithm [1] 
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As it is seen in Figure 7, before each step the need for synchronization is checked (line 4).  And also 

an all to all communication is existent (line 5) to be able to track the global best.   

3.2.4 Computational Results 

 

Computational results for 4 date sets are illustrated in Table 1, with the two parallel 

algorithms. For each algorithm there are two categories such as „no dominances‟ and „all 

dominances‟. Here, dominances mean that the algorithms check the dominancy of a meta-

rectangle so that if it is dominant no need to search for dominated figures, thus the search area 

is pruned. In the „no dominances‟ category, the original algorithm is conserved.  

Table 1 Computational Results [1] 

 

 

As it is seen, parallelization improves the computation time for all cases. But speed up graphs 

may differ with respect to the data.  For example, for ATP33s, ATP36s and ATP37s yields a 

better result for coarse grained case with no dominance and 16 processors but it is not true for 
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ATP39s. But the table is adequate to state that parallelization significantly speeds up the 

algorithm. 

 

4. APPLICABILITY FOR MY THESIS 
 

The title of my thesis is “An Edge Matching Approach for two dimensional irregular shaped 

cutting stock problems” Differently from general 2D cutting stock problems it considers 

irregular shaped parts to produce. An example for result pattern from the construction 

algorithm is illustrated in Figure 8. 

 

Figure 8 Cutting pattern generated by the construction algorithm 

The flow chart of the algorithm is illustrated in Figure 9. Algorithm uses the corner 

coordinates of each piece and the boundary.  Then a smooth operation is done to reduce the 

number of the vertices within a tolerance limit. Then area calculations are done for each piece 

and the pieces are sort with respect to the areas. For the largest piece, align operations are 

handled. For align function. Corners of the pieces are matched with the corners of the 

boundary one by one. And for each corner edge matches are measured by rotating the piece 

left and right without any overlaps.  The position that gives the best edge fit is selected and 

next largest piece is taken for align function. The algorithm returns when all pieces are 

inserted or the remaining area is not enough for a new piece. Due to this algorithm the tasks 

that are possible to parallelize can be stated as following: 

• Smooth Function 

•  Sort and find largest: 

• Find areas for all shapes 

• Align function 



9 

 

• Interior angles for all shapes 

• Rotation angles 

• Coordinates after rotation 

• Best fit to current boundary (A logarithmic speed up can be achived due to pruned 

search space by global best)   

 

Figure 9 Construction algorithm 

 

 

 



10 

 

 

 

 

 

 

5. CONCLUSION 
 

This report is written to analyze the applicability of parallel computing on cutting stock 

problems. The study of Armas et al. was an evidence of possibility to implement parallel 

applications for cutting stock problems. When the algorithm for the case in my thesis is 

considered, it is seen that a parallel algorithm can relax the computational limitations caused 

by the combinatorial nature of the problem. For future study, it is decided to parallelize the 

algorithm after its sequential structure is completed.  
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